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GEINTENSE:: General aspects of M&O and challenges

Overview and aspects:

1.

MANO systems to orchestrate and manage the
resources composed of virtualized and physical
elements

Centralized NFV architecture, as Cloud Edge,
Deep Edge, rising questions of efficiency

Vision of sustainable infrastructure’s, network
sharing aspects for efficiency and energy costs,
impossible to manage the resources of multiple
infrastructure providers

Request for efficient and scalable management
system, common Resources and Services
orchestration systems

The evolution to the new 6G architecture
paradigms brings unprecedented complexity

i
4
[
I
1
I
]

N

Service Order Automation

I

L d  Service and Resource Orchestration S3mrd  Service Assurance and Analytics

<€—— Designtime

< Runtime >

v

e
2
=
&
&
o
®
o
E
)
>
o
=
a
g
3
<
3]
=
o
&

@d/1D A1aAiap snonuiuod ‘uoi3piBajul SNONURUOY)

H
Domolnsn

[[

\4
A

Design Deploy =——> €—— Operate ———>

End-to-end, Cross-domain Automation

I
Transport Etc.. I

1

i

I

i

Cross Domain



GaEINTENSE.. M&O evolution and challenges

Evolution: Distributed Managed and Orchestration (DMO)

Decentralized and zero-touch management system handling different technological domains
DIMO framework: separation of the service orchestration from resource orchestration & Network-Compute Fabric

Multi-tenancy approach, unify the CEC resources

S

Intent translation and propagation approach,

INTENT-driven approach for ZTM

1. Intent-driven (3GPP and TMF): defining desired outcomes or intents rather than specifying detailed processes or
configurations.

2. Intent focuses more on describing the "What" needs to be achieved but less on "How*

3. High-level goals for network behavior and performance
 Automation, aiming to automate network management by translating intents into actionable configurations

e Flexibility, the support for dynamic network environments by allowing changes in intents
* Responsive and customer-focused service management ecosystem



&EINTENSE: Architecture aspects

l Recursive Model
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GIINTENSE.. Innovative implementation

1.

Distributed, Intent-driven Management & Orchestration plane (DIMO)
Disaggregating Service and Resource orchestration
Dynamic resources addition and deletion

Intent-based Abstraction Framework for the 6G Network-Compute Fabric, unified Intent APIs as an interface towards

tenants

Autonomous self-configuration, self-healing and self-optimization for the southbound platforms (Native Al)
Resource Utilization Efficiency
Decentralization and Autonomous Domains

Scalable Compute Interconnection solutions
Self-organized Service mesh deployments

Network-Compute Fabric Abstraction framework
abstracts and unify the CEC resources

unifying entity of all Orchestration Domains



INTENSEL M&O approach with Intent-based support

&

&

Intent-driven
Automation

Business Layer

Assurance

Multi-domain
Service LCM

[ Resource Layer ] Core/Cloud to Edge to Deep Edge Continuum

Radio controller

Transport network controller

EDGES(K8s)

A Intent requirements,
goals, constraints

@ Product &
party_
Business
? Intent
Intent
Assurance o

S

Hierarchical

Domain Service
Order
Actuation Mgmt—]
[} 3
g Services
[} health
5 -
T N . —_—
& Mapalmty
o Resource
I Order
Mgmt—]

Y

Resdurce

scheduling
Administrative
Domains

Technological
Domains

V

Deep
<:> Edge

haaN 1l T8 et
Party Management Intelligence
Tenant Management Platform TMP
Product Usage
Mgmt. Product Test
Commercial t‘Tenanbs
Ordering as LM

Business Intent

Core Commerce
Production

Intent
expression

Intent
report

TMF915

Serwce Ordel

TMF727 [TMFB45]
Service
Qualification

Service Usage
Mgmt.

TMF921

Translation

[ TMF833 | TMFGST
to Service Level Ssrvlce
‘ Intent

TMFESB Service
Inventory

Distributed Intent Driven Dornain Orchestratar

SEMce Qualny
Mgmt.

v 1

TMFG52 [TMF634] Knowledge Optimisation
‘ W__> Resource g9e op
D o —i Catalog Service & Resource
TMF664 -02 RLHF Performance
Resource
% Capacity < TMF649
Mg :ll
Reso ur Hesoume F'ruwder Resource Pools & Rebource
lusage Selection Network Compute Fabric Topology replica regonfiguration
reallocatign

Classified &

Resource Domains

—
Edge esou rce ||| RaN
Pools ((;A)D

Resource Domains
5GC

Pools

Resource Domains

SD-WAN
ontroller

Aggregated
Data
f——

— Raw Data
I Resource >
Pools

<

Composition of intents into resource domains

Kubernetes APIs

RAN APIs/Adaptors (OSS)

IPFABRIC APIs

SD-WAN Controller APIs




GEINTENSE: Conclusions

1. From MANO to DIMO concept
. combining the cloud, edge, and deep edge, the computing infrastructure highly distributed

. novel way to orchestrate and manage these resources to seamlessly deploy services and network functions
. Cloud Edge Continuum

2. Network-Compute Fabric Abstraction and Unification

. proposes a ground-breaking Network-Compute Fabric framework, to abstract resource pools composed of
heterogeneous computing and networking resources

. resources from different infrastructure providers are federated by exposing these resources with a unified Intent
APl and data to the DMOs

3. Intent-driven approach for actuation and conflict resolution across Domains

4. The leveraging on Generative Al
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